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CPU vs GPU
How it matters?
by Laurent Magnin, PhD

MGL 7320:  Ingénierie logicielle des systèmes d'intelligence artificielle
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CPU vs GPU –
Generalities
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Different Processing Architectures –
Latency vs Throughput

- A CPU is optimized to be as quick as possible to finish a task at a as low as 
possible latency, while keeping the ability to quickly switch between 
operations. Its nature is all about processing tasks in a serialized way.

- A GPU is all about throughput optimization, allowing to push as many as 
possible tasks through is internals at once.

Exploring the GPU Architecture | VMware

https://core.vmware.com/resource/exploring-gpu-architecture
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Different Memory Architectures - CPU

A high-level overview of modern CPU architectures indicates it is all about low 
latency memory access by using significant cache memory layers. 

Exploring the GPU Architecture | VMware

https://core.vmware.com/resource/exploring-gpu-architecture
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Different Memory Architectures - GPU

The nature of a GPU is all about 
putting available cores to work and it’s 
less focused on low latency cache 
memory access. 

Exploring the GPU Architecture | VMware

https://core.vmware.com/resource/exploring-gpu-architecture
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Different Memory Architectures – GPU vs GPU

- CPU: 
- Moving small chunk of data & instructions is not an issue
- Almost unlimited memory size (potential cache on SSD)

- GPU: 
- Moving in/out small chunk of data is an issue
- Fixed memory size
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Different Purposes

Because GPUs can perform parallel operations on multiple sets of data, they 
are also commonly used for non-graphical tasks such as machine learning and 
scientific computation. Designed with thousands of processor cores running 
simultaneously, GPUs enable massive parallelism where each core is focused 
on making efficient calculations.

While GPUs can process data several orders of magnitude faster than a CPU 
due to massive parallelism, GPUs are not as versatile as CPUs. CPUs have 
large and broad instruction sets, managing every input and output of a 
computer, which a GPU cannot do

CPU vs GPU | Definition and FAQs | HEAVY.AI

https://www.heavy.ai/technical-glossary/cpu-vs-gpu
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Most Common GPU / 
Neural Processing Unit

- NVIDIA GPU (Cuda Driver)

- Tensor Processing Unit (TPU) by Google

- Apple's Neural Engine (ANE)
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Data Science on GPU/NPU
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Why Data Science on GPU/NPU?

- DS/ML requires a lot of processing
- Mostly based on mathematical transformations
- Mostly based on matrices (NN, Tabular Data)

- GPU/ML are designed to efficiently perform:
- Mathematical transformations in parallel
- On matrices

Perfect fit!
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Any benchmark?

NVIDIA Crushes Latest Artificial Intelligence Benchmarking Tests - Moor Insights & Strategy (moorinsightsstrategy.com)

https://moorinsightsstrategy.com/nvidia-crushes-latest-artificial-intelligence-benchmarking-tests/
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GPU vs CPU –
Conclusion
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Conclusion

- GPU can be easy to very complex to use

- GPU might (dramatically) improve (or degrade) the performance
- dedicated algorithms & code
- in a specific environment, on the targeted data
- with measures of performance & cost

- GPU are commonly used in ML/AI GPU can be

a game changer!


